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Abstract: In this paper we propose a new method of implementing a Single Sampling Plan by Variables (SSPV) when a 
lower specification limit is given. The idea is to utilize the information contained in the (1-α)% confidence intervals (CI) of a) 
the process mean and b) process variance in the place of their point estimates and a new test statistic Z is proposed assuming 
that the data follows normal distribution.  Taking the lower, middle and upper values of the CI for each of the two parameters, 
we get 9 possible combinations to derive the Z statistic.  We have proposed a method of weighted average of these 9 estimates 
and examined the quality of decision about sentencing the lot.  It is shown by simulation that the new method gives better 
results than the method based on the point estimates. 
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——————————      —————————— 
 
1. Introduction 

Single sampling plan for variable type of inspection 
(SSPV) is a classical concept in the field of acceptance 
sampling.  The SSPV is specified as (n, k) where n denotes 
the sample size to be drawn from the lot and the lot is 
accepted or rejected basing on the outcome of the sample 
inspection.  Let X be the quality characteristic following 
N(µ, σ2) and we assume that the production process is in a 
steady state capable of meeting the speciation limits.  

Define L as the lower specification limit such that any 
item for which the observed measurement x ≥ L is accepted.   

Let x� =  ∑ xi
n
i=1  and s2 = ∑ (xi−x� )2

(n−1)
n
i=1  be the unbiased 

point estimates of µ and σ2 respectively based on a sample 
data of n observations. The classical method of 
implementing the sampling plan is to compute a statistic      

ZL = 
(𝑥𝑥  �− 𝐿𝐿)

𝑠𝑠
                   (1) 

and the lot is accepted if ZL ≥ k and rejected otherwise.  The 
Operating Characteristic (OC) of the plan is the proportion of 
lots accepted at a given level of lot quality, expressed as µ.   

The basics of this plan can be found in Montgomery [1], 
Duncan [2] and Grant and Leavenworth [3].   In general we 
will not be knowing the true mean or variance of the process 
but proceed with prior knowledge or from process history by 
computing the sample mean and variance as point estimates.  
The value of ZL is sensitive to the values of  x� and s and as 
such the lot sentencing depends on how good these values 
are known.  

In this paper we propose a new method of estimating the 
lot quality taking into account the interval estimates of µ and 
σ2 and generate a new expression in the place of ZL. 
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2. The confidence intervals of µ and σ2 

Let f(x,θ) be the density function of X and θ  be estimated 
from a sample {x1, x2, …,xn} drawn from f(x,θ).  Then       
the  100(1-α)%  interval estimate of θ will be [ θ�L , θ�U ]  
where  θ�L  and  θ�U  denote the lower and upper bounds of 
the CI. (see Rohatgi [4]).  We denote these bounds by θ1 and 
θ3, which can be considered as extreme estimates of θ and 
define θ2 as the value at the middle of the CI.   Then from the 
confidence interval one gets three possible estimates of θ 
viz., θ1, θ2 and θ3, out of which θ2 is likely to be closer to θ 
than the other two.  In the light of this approach we get three 
estimates for µ and three for  σ so that there will be 9 
possible combinations at which (1) can be evaluated.  We 
call this the triple estimate method.  Further, each 
combination is a candidate for lot sentencing.  We wish to 
combine them into a single value and examine its properties.    

Since x� follows N(µ,σ2/n) the (1-α)% Confidence Interval 
(CI)  for µ is given by  

  {x� − t(𝑛𝑛−1),α/2
s
√𝑛𝑛

  , x� + t(𝑛𝑛−1),α/2
s
√𝑛𝑛

  }                       (2) 

where t(n-1),α/2 denote the upper α/2th percentile of the 
Student’s t-distribution with (n-1) degree of freedom.  

The value of µ is unknown but on an average it is equal to x�.  
However, the true value of µ lies in the interval given in (1) 
with probability (1-α).   

Similarly let 𝜒𝜒𝛼𝛼 2⁄
2  and  𝜒𝜒1−𝛼𝛼 2⁄

2 denote the lower and upper 
α/2 percentiles on the Chi-square distribution.  These values 
can be found by using simple Excel functions.  Then for the 
process σ2, the 100(1-α)% CI, based on the Chi Square 
distribution is given by 

{ (𝑛𝑛−1)

χα/2
2 𝑠𝑠2 , (𝑛𝑛−1)

χ1−α/2
2 𝑠𝑠2 }.                                    (3) 
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Again the true value of σ2 lies in (3) with probability (1-α).  
The width of the CIs in both (2) and (3) depends on the 
values of x� and s.   The following are the lower, middle and 
upper values of the estimates for µ.    
𝑚𝑚1= x� − 𝑡𝑡(𝑛𝑛−1),𝛼𝛼/2

𝑠𝑠
√𝑛𝑛

,  𝑚𝑚2= x� , 𝑚𝑚3= x� + 𝑡𝑡(𝑛𝑛−1),𝛼𝛼/2
𝑠𝑠
√𝑛𝑛

        (4) 
and the estimates for σ are  

s1 = �
(𝑛𝑛−1)
χα/2

2 𝑠𝑠2, s2 = √𝑠𝑠2, s3 = �
(𝑛𝑛−1)
χ1−α/2

2 𝑠𝑠2.                          (5) 

This method of summarizing confidence intervals to generate 
the criterion was earlier used by Vishnu Vardhan et al [6],[7] 
while trying to estimate the area under the ROC curve.  Sai 
Sarada et al [5] have used this method and obtained a new 
expression for estimating the process capability index of a 
process following normal distribution. In the following 
section, we derive a pooled estimate of ZL by utilizing the 
information from the 9-combinations of estimates of µ and σ. 

3. New method of implementing the SSPV 

Consider a characteristic X for which the lower specification 
limit is given as L.  For any item, if the observation x on X 
satisfies the condition x ≤ L, the item is considered as 
defective.   Let α denotes the producer’s risk and define        
k = Zα = φ-1(α) be the value of standard normal distribution at 
α where φ denotes the cumulative standard normal 
distribution.  The general procedure for decision making 
(Duncan[2]) is as follows. 

1. Find ZL = 
(𝑥𝑥  �− 𝐿𝐿)

𝑠𝑠
 

2. Calculate k = φ-1(α) 
3. Accept the lot if ZL  ≥ k ; else reject. 

 
Consider the following propositions. 

Propositon-1:  Define Zij = 
(x�i  − 𝐿𝐿)

𝑠𝑠𝑗𝑗
  as the standard normal 

deviate defined at the combination (𝑥̅𝑥i , sj) for i, j = 1,2,3.   
Then the new test statistic is given as 
Zpooled = ∑ ∑ wij zij

3
j=1

3
i=1                          (6) 

where wij  is the weight given to Zij.   The decision rule is to 
accept the lot if Zpooled > k;  else reject.          ■  

Propositon-2: We can alternatively define in the one 
dimensional space, {Z1, Z2, Z3, Z4, Z5, Z6, Z7, Z8, Z9} as the 
vector of the 9 estimates and take its scalar product with the 
weight vector {W1, W2, W3, W4, W5, W6, W7, W8, W9}.  When 
the sum of weights is unity, then Zpooled will be a convex 
combination of the 9 individual values.  Further, it can be 
shown that  Zpooled ≤ Max{ Zij }.   

Propositon-3: One way of allotting the weights is to allot 
0.5 to Z5 where both the point estimates are used and the 
remaining 8 weights can be taken as 0.5/8 each.  The vector 
of weights in this case will be  
W = {0.0625, 0.0625, 0.0625, 0.0625, 0.5, 0.0625, 0.0625, 
0.0625, 0.0625}.                 (7) 

Propositon-4: Define Z0 = target value of Z obtainable when 
the process operates at µ and σ.  Then an objective way of 
allotting the weights is to take  

Wj = (Zj - Z0)-2    for j = 1 to 9.              (8)   

This means that the weights are proportional to the inverse of 
the squared error in Zj from the target Z0.  These weights are 
in a way adaptive and depend on the sample data.   
 
In the following section, we conduct simulated trials and 
study the properties of the new decision rule based on Zpooled.  
We also find the operating characteristic (OC) by empirically 
finding P(Zpooled > k).   
 
Let us consider a hypothetical sampling plan with n = 20,    k 
= 2.17009 with producer’s risk as α =  0.015 assuming that 
the variance is unknown.   
 
Algorithm 

The following steps can be followed to implement the new 
method. 
 

1. Generate m random samples each of size n = 20 from 
N(µ, σ2).   

2. Evaluate the sample x� and s for each sample.   
3. Find the three estimates of µ as m1, m2 and m3 and 

three estimates of σ as s1, s2 and s3 using (4) and (5) 
4. Find Zpooled using  (6) and (8). 
5. For each sample (lot),  mark ‘A’ if Zpooled >  k, to 

indicate acceptance of the lot and mark R (rejected) 
otherwise and find the proportion of A’s out of m.  

 
If m lots are tested with this plan, the proportion of lots 
accepted is an estimate of the lot acceptance probability 
𝑃𝑃 � (A) = r/m where r denotes the number of lots accepted by 
the plan and m is the total number of lots inspected.  Since 
each lot has a binary outcome, the standard error of this 
estimate is  �𝑃𝑃 � (A)(1 −  𝑃𝑃 � (A))/𝑚𝑚.    This 𝑃𝑃 � (A) produces 
different values at the  9-estimates of Z and also at Zpooled.    

In the following section a simulated experiment is reported 
along with a template in Excel to demonstrate the working of 
the new method. 

4. Illustration  

Consider a situation where X follows normal with µ =10.8 
and σ =1.5.  Let the lower specification limit (L) is given as 
7.0.  We have generated 30 samples each of size 20 from the 
above normal distribution using the Random Number 
Generation tool of the Data Analysis Pak in Excel.  The 
confidence intervals are generated by taking α = 0.05.  The 
Excel function CONFIDENCE(0.05,1.5,20) has been used to 
derive the lower and upper limits. 

 
The three estimates of means and standard deviations each 
based on the 95% confidence intervals are worked out using 
Excel template.  Assuming that the process truly operates at 
µ = 10.8 and σ = 1.5, the Z statistics in relation to L will be 
the target Z (denoted by Z0) obtainable when samples are 
randomly drawn from this process.  In this case Z0 becomes 
2.5333.   

Since we have fixed the producer’s risk at α = 0.015 we get  
k = 2.17009.  Table-1 shows the adaptive weights for each of 
the 9 values of Z and Zpooled is computed.  The rule is to 
accept the lot if Zpooled ≥ k.  For each lot we have computed 
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the decision to accept or reject (marked as A or R in the 
sheet with a condition “ =IF(AN11>$AP$1,"A","R")”.   

We have also computed the decision outcome using Z22 as 
done conventionally and compared the decision from these 
two methods.   The proportion of accepted lots is found and 
its standard error is also reported. 

In the Figure-1, the heading des1 refers to Probability of 
accepting the lot basing on Zpooled and des2 refers to 
Probability of acceptance basing on Z22 (which is the same as 
Z5).  

We have repeated the above experiment with 500 samples 
each and the results are summarized in Table-1. 
 

 
Figure-1: Comparative performance of Zpooled  and Zpoint methods 

 
 
From the above experiments we observe the following. 
 

1. The new estimate Zpooled provides Z values closer to 
the target when compared with the conventional point 
estimate method given by Z22. 

 
 

2. At different values of the process mean, Zpooled is less 
than Z22 

Table-1: Performance of Zpooled method in comparison with the classical Z method from 500 simulations (n = 20, k = 2.170) 

Criterion        
value 

Mean = 10.2, SD = 1.5                
Z0 = 2.1333 

Mean = 10.5, SD = 1.5                  
Z0 = 2.3333 

Mean = 10.8, SD = 1.5                
Z0 = 2.5333 

Mean   𝑃𝑃 � (A) SE Mean    𝑃𝑃 � (A) SE Mean    𝑃𝑃 � (A) SE 
Zpooled 2.1269 0.1960 0.0132 2.3306 0.9920 0.0039 2.5218 0.9980 0.0020 

Z22 2.2298 0.4800 0.0167 2.5095 0.7380 0.0196 2.6393 0.8260 0.0169 
 
 
4. Analysis of simulations 

We have performed a detailed analysis of the output from 
500 simulations.  Each trial represents a lot from which 20 
samples were drawn at random from N(10.5, 1.5) with lower 
specification limit L = 7.00.   The target value which we 
expect to get out of  random samples from the process will 
be Z0 = 2.3333. 

A run chart was also constructed for the 500 individual 
values of Z22 and Zpooled which shows that Zpooled is more 
consistent than Z22.  The mean of Z22 is 2.5094 with 3 sigma 
control limits as (1.0607, 3.9583) and 4 samples (lots) out of 
500 have shown out of control.    
 

In the case of Zpooled the mean is 2.3306 with 3 sigma 
control limits as (2.1593, 2.5019) and only one out of 500 
samples fell out of control.  We find that 3 samples (lots) out  

 

 
 
 
 
 

of 500 have shown out of control. Similar results are found 
when the process mean has shifted to left (10.2) and to the 
right (10.8). 
 

Kolmogorov- Smirnov test for normality of Z22 and Zpooled 
has shown that Zpooled is closer to normality (p = 0.546) than 
Z22 (p = 0.078) confirming that the new statistic has a good 
normal distribution. 
  

Figure-2 gives the Box plot of the distribution of Z22 and 
Zpooled which shows that the distribution of Zpooled has lower 
dispersion when compared to that of Z22 though both 
statistics have few extreme values.  We therefore conclude 
that the new estimated Zpooled offers a better estimate of the 
test criterion instead of Zpooled.    
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Conclusions 
 
It is observed that the new criterion (Zpooled) which is the 
weighted of Z values obtained from the 9 possible 
combinations of the estimates of mean and variance, has 
lower standard error than single Z value based on the point 
estimates.  Hence we recommend the use of Confidence 
Interval based decision rule in place of the conventional 
method based on point estimates.   
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